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Others on the team

. Developers:

Zhengang Cheng (NCSU), George Chin (PNNL), Arie
Shoshani (LLBL), Claudio Silva (U-Utah).

. End-Users:

John Blondin (NCSU), Matt Coleman (LLNL), Scott
Klasky (ORNL), Doug Swesty (SUNY/SB), ....

. More ..

..Including numerous Kepler and Ptolemy developers
and app users!
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Overview

Motivation
Introduction
Architecture
Existing Workflows
Hands on
Wrap-up
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Topics

. Brief Definition of the Scientific
Workflows with Motivational
Examples

1. User and Technical Requirements
for Scientific Workflows, EXxisting
Systems
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DOE Scientific Data Management Center

. Goals: integrate and deploy software-based
solutions to efficiently and effectively manage large
volumes of data generated by scientific applications

Ssertifc SDM Center focuses on the
& orperiments application of known and
emerging data management
SDM-ISIC ~20% . . .
. tachmelogy : technologies to scientific
iy v applications.
J{:/ .
¢ &Dbc:wary time
¥
s http://sdm.lbl.gov/sdmcenter/
trmne & Discovery

Funded under SciDAC
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A Typical SDM Scenario
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Scientific Process Automation (SPA)

- SPA = Scientific Workflow layer in the SDM Center 3-tier architecture
- Part of the Kepler Scientific Workflow System and Collaboration
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What are Scientific Workflows?

Workflows:

Workflow management systems help in the construction and
automation of scientific problem-solving processes that include
executable sequences of components and data flows.

Scientific workflow systems often need to provide for load balancing,
parallelism, and complex data flow patterns between servers on
distributed networks.

aiming to solve complex scientific data integration,
anaIyS|s management, visualization tasks

in plainer English: doing hard and/or messy stuff, and making it look
easy.

Typical Coupled Simulation
Workflow Using Kepler
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Why use Scientific Workflows?

It’s too hard to keep moving my data, launching
analysis services, and visualizing my data.

If | don’t archive my data before the end of my
run, | will lose data.

| want to analyze my data as soon as it’s
generated.

| want to keep track of everything in the workflow
(provenance) in case there is a problem.

| don’t want to learn 10 million technologies just
to continue running on the large computers.

| write my own analysis routines, and | don’t want
to learn new packages just to do my basic science.

Office of SIS DM
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Two typical types of Workflows for SC

- Real-time Monitoring (Server Side Workflows)
Job submission. I
File movement.
Launch Analysis Services.
Launch Visualization Services.
Launch Automatic Archiving.

- Post Processing (Desktop Workflows).
Read in Files from different locations.
File movement.
Launch Analysis Services.
Launch Visualization Services.
Connect to Databases.

- Obviously there are other types of workflows.
Do you guys have different types?

ég Office Of EM
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A few days in the life of Sim Scientist. Day 1 -morning.

8:00AM Get Coffee, Check to see if job is running.
Ssh into jaguar.ccs.ornl.gov (job 1)

Ssh into seaborg.nersc.gov (job 2) (this is running yeal!)
Rll<m gnuplot to see if run is going ok on seaborg. This looks
ok.

9:00AM Look at data from old run for post

processing. )
Legacy code (IDL, Matlab) to analyze most data. (Qb QZB
Visualize some of the data to see if there is anything
interesting.

Is my job running on jaguar? | submitted this 4K processor job 2 days
ago!

10:00AM scp some files from seaborg to my local cluster.
Luckily I only have 10 files (which are only 1 GB/file).

10:30AM first file appears on my local machine for analysis.
Visualize data with Matlab.. Seems to be ok. ©

11:30AM see that the second file had trouble coming over.
Scp the files over again... Dohhh

76),ffce of i SDIM
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A few days in the life of Sim Scientist. Day 1 evening.

1:00PM Look at the output from the second file.

Opps, | had a mistake in my input parameters.

Ssh into seaborg, kill job. Emacs the input, submit job.
Ssh into jaguar, see status. Cool, it’s running.

bbcp 2 files over to my local machine. (8 GB/file).

Gnuplot data.. This looks ok too, but still need to see more\\
information.

1:30PM Files are on my cluster. s (@78

Run matlab on hdf5 output files. Looks good.

Write down some information in my notebook about the run.
Visualize some of the data. All looks good.

Go to meetings.

4:00PM Return from meetings.
Ssh into jaguar. Run gnuplot. Still looks good.
Ssh into seaborg. My job still isn’t running......

8:00PM Are my jobs running?
ssh into jaguar. Run gnuplot. Still looks good.

Ssh into seaborg. Cool. My job is running. Run gnuplot. Looks good this
time!

76),ffce of i SDIM
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And Later

- 4:00AM yawn... is my job on jaguar

done?

Ssh into jaguar. Cool. Job is finished.

Start bbcp files over to my work machine.
(2 TB of data).

- 8:00AM Bbcp is having troubles.

Resubmit some of my bbcp from jaguar to my
local cluster.

- 8:00AM (next day).

Still need to get the rest of my 200GB of data over
to my machine.

- 3:00PM My data is finally here!
Run Matlab. Run Ensight. Oppps.... Something’s

- 6:00PM finish screaming!

g Ofﬂce Of EM
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And 2 years from now....

Simulations /computers are getting
larger and more expensive to operate.

In Fusion, large runs will be using >50K cores/ \1B6=f"35
wallclock hours, to understand turbulent transgaﬁs in @
ITER size reactors.

The cost of a simulation approaches $0.6M (power,
cooling, system cost averaged over 5 years).
Data Sizes are getting larger.
Large simulations produce 2 TB/simulation (today),
100TB/simulation(week) in the future.
Demand for ‘real-time’ monitoring/analysis
of simulations.

Demand for ‘fast-reliable data movement’ to
local machines for ‘post processing’.

Ofﬂce Of EM
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Workflows to the rescue!

In our demo section you will see us automate this
process.

Job submission starts services on ORNL IB cluster
(ewok).

Files are automatically moved from Cray XT3 to
ORNL IB cluster.

Files are converted from binary to hdf5 files.

Files accumulate until they >= 6GB. Then they are
tarred.

Files use hsi commands to place tar files into HPSS.
(xml file describes which files are in which tar files).
Hdf5 file is read into SciRun service which creates a
Jpeg.

Jpeg files create an mpeg file via a mpeg service.
Jpeg and mpeg files are moved to web portal.

Hdf5 files are archived to PPPL.

Office of SIS DM
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Why do Pflop computing scientists care?

Typical situation for Sim Scientist.
We run on 1 — 60K processors, producing lots of data.
Typical method of work.

(11}

Office of =:=
Science B2=
TMENT OF ENERGY L

Prepare input data for smaller simulations.

Iterate until we come up with the correct parameters for the large
run.

Run the large simulation only at a handful number of locations
(usually <4).
Must Archive results. Must be of the correct size archives on HPSS.

Must move some data over to our local clusters for analysis after
the simulation.

Did we make a mistake with the input parameters? Is something
going wrong? Fix the code/input: start the run over again.

Wow, | just wasted 100K CPU hours because | missed a — sign.
Duhh.

Where are all of my files? | want to look at the temperature in the
200 time slice, where is it on HPSS.

SDM
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Doesn’t everyone analyzed data on 100’s of processors?

- 100’s maybe for the ‘truly’ advanced users.
In the future, some of the services will
require this amount of processors for analysis.
Mostly determined by RAM.
Most analysis done on <4 processors.
- Workflow can execute services on clusters which operate on
many processors.

Job scheduling an issue. Needs to be scheduled when the
simulation starts.

Can waste cycles if we do not carefully design the workflow.
- Memory is the key reason for parallel services.
Use a round-robin technique on multiple processors.

76),ffce of i SDIM
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Post Processing Workflow: A day in the life of Sim Scientist

9:00AM Get Diet Coke, decide which runs/
experimental data to analyze.

9:30AM Start to download files from HPSS from
NERSC and ORNL.

10:00AM Move files from NERSC/ORNL to local
desktop machine. Smallish data (10GB /location).

11:00AM Start IDL, and compute various post s ng

processing quantities.

11:30AM look at the data from the simulations, and grab
data from a database which has experimental data.

1:00PM Move some more data from ORNL to local
desktop to compare to more experimental data.
Save the plot from Matlab to Postscript to include in paper.
Write down results into notebook, copy figure into notebook.

2:00PM Think about results, and decide on new analysis
routines to write in the future.

4:00PM Start moving more data from NERSC to local
desktop.

St T oo .
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What’s changing in his life?

. Collaboration.

- More clusters, more simulations.
Just analyze the data where we run. Don’t move the data.
- But...

What if the network goes (I'm on a plane,...).

What if the resource is not available for my late-breaking analysis before
the BIG conference?

- OK, but what about the large data?

OK. Large data will be server-side analysis. Not DESKTOP. But can run
workflow on a server.

- Data from multiple resources
V&V = data from multiple simulations/experiments.

- But can’t we just run VISIT/SciRun?

Yes. But need to orchestrate the data movement from different sources,
track the provenance, and perhaps use multiple analysis/visualization
packages, then a workflow system can help.

g ‘;’;;g:::;: ...... @M |
. CENTER SCO06/Kepler Tutorial/V7/Nov-06 19
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How do we help this scientist?

The workflow is the “glue” for the scientists.
The scientists hooks up all of the analysis routines.

The director makes sure that the data movement occurs,
and iIs reliable, and secure.

All of the tedious portions of ssh, start this program, is
removed by the workflow automation.

The workflow will be able to keep the provenance
Information which allows the user to understand how they
processed the dataset.

This enables the scientist to compare new data with old data.

B2 B o .
. CENTER SCO06/Kepler Tutorial/V7/Nov-06 20
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So what are the requirements?

- Must be :
If you need a manual, then FORGET IT!
(some may not agree)
Good user support, and long-term DOE support. ©
The workflow should work for all of my workflows.
NOT just for the Petascale computers.
And on multiple platforms!

Must be easy to incorporate my own services into the
workflow.

Services can be defined as a stand alone program.
What if 1 have stand-alone libraries?
Eventual CCA integration.

- Must be customizable by the users.

Users need to easily change the workflow to work with the
way users work.

76),ffce of i SDIM
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And more requirements.

- Long-term requirements. [NOT being worked
on yet].
Autonomics.

. Adapt to the network/resources to deal with
failures.

Interactive User Changes.

. For long-running simulations, the user may want
to change the current workflow.

Faster data movement in the workflow? For
latency-sensitive movement.
- High Quality front-end for the end-user
Interaction.

- You tell us!

g Ofﬂce Of EM
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Increasing Usage of Technology in Geosciences

Online data acquisition and access /
Managing large databases o _!L;--'r
Indexing data on spatial and temporal attributes The Wishlist

Quick subsetting operations
Large scale resource sharing and management
Collaborative and distributed applications

Parallel gridding algorithms on large data sets using high
performance computing

Integrate data with other related data sets, e.g. geologic
maps, and hydrology models

Provide easy-to-use user interfaces from portals and
scientific workflow environments

Ofﬂce Of EM
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SWEF Systems Requirements

Design tools-- especially for non-expert users

Ease of use-- fairly simple user interface having more complex
features hidden in the background

Reusable generic features

Generic enough to serve to different communities but specific
enough to serve one domain (e.g. geosciences) -
customizable

Extensibility for the expert user

Registration, publication & provenance of data products and
“process products” (=workflows)

Dynamic plug-in of data and processes from
registries/repositories

Distributed WF execution (e.g. Web and Grid awareness)
Semantics awareness

WF Deployment
as a web site, as a web service,“Power apps” (a la SciRUN 11)

Office of SIS DM

H T
mf,ffi':fe mmszii: CENTER SCO06/Kepler Tutorial/V7/Nov-06 24




DOE Scientific Data Management Center — Scientific Process Automation

The Big Picture: Supporting the Scientist

From “Napkin Drawings’
to Executable Workflows

| Conceptual SWF
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Promoter Identification Workflow (PIW)

Step 1

microarray

data
MicroArray Analysis Clusfavor Analysis
Step 8 Step 7
A _BC
Consensus
- - ——
sequence

Promoter Model generator

Gene ID

promoter data —IIL T

Step 3

GenBank

sequence
retrieval

sequence

Step 6

Transcription
factor binding

L THI—

Promoter Identification

cDNA
——————— -

Step 4

NCBI

BLAST Last
search

genomic
sequence

Step 5

Transfac
search

o
new candidate fﬂ?'g{’f genes ..
L4
L4
L4
4
Y
PN Director r 2

Promoter identification workflow (PIW) aims at constructing 4

models of transcription factor binding sites to identify 4
co-regulated genes, starting from microarray data Il

L4

Right click and Configure to modify the gene Accession
Numbers in quotes separated by commas to be investigjed

L4

L4

GenePccesswonNg%peesnE%hq Expression & SoquanceTohray

inputlength()

AccessNumbers

ArrayToSequence

This actor executes
‘Gena Sequance Processing”
far each gene entered in

‘GeneAccessionNumber List*

Authors,
Matt Coleman from Lawrence L ivermora National Laborstory
Iikay Altintas, Zhengang Cheng, Xiaowen Xin from the SPA project

Display
ClustalW Results Display

WebSendce

Expression3
map(function(rec:{Fasla=string}) rec.Fasta, input) +_+ sum(input)

ClustalW_analyzeParam

Merge and Discprd

%

Shows the physical alignment
of multiple gene sequences
Uses DDBL-ClustalW Multiple
Alignment Tool
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CPES Fusion Simulation Workflow

Fusion Simulation Codes: (a) GTC; (b) XGC with M3D
e.g. (a) currently 4,800 (soon: 9,600) nodes Cray XT3; 9.6TB RAM; 1.5TB
simulation data/run

- GOAL:

automate remote simulation job submission

continuous file movement to secondary analysis cluster for dynamic
visualization & simulation control

. with runtime-configurable observables; el
& .JobSubmitAndStatus.LogDisplay =/[0)[X]

File  Tools  Help

JobSubmitactor: submit job jokd,.,

. Jobsubmitactor: Job jobd is submitted, it's real joblD 15 69721 nid00004
& file:/usrfhome/pnorbert/Kepler/kepler. . .kflow-scottdemo/ |§ JobSubmithctor: subrmit job jobs...
File  Edit Miew Workflow Tools  Window  Help JobStatusActor: Status of job joba: Wait

JobSubmithctor: Job jobS is :I:Jhmiuedl, it's real joblD is: 69722.nid00004
@ @b Il @6 | m

JobStatusActor: Status of job jobS: Wait

‘ recioe 3
[h - : JobStatushctor; Status of job jobd: Wait
Wlocallohir- fusr/hame/pnorhent.hooc/cpes JobStatusActor: Status of job jobS: Wait

JobStatusActor: Status of job job4: Running

Submit Submit . . JobStatusActor: Status of job jobS: Wait
SimuulzriT:ilon FileMover . == T | | JobStatusActor: Status of job jobd: Running
Job =

Submisimloh

—T

Job

LogDisplay

T

o Execution Log _
(=> Data Provenance)

Overall architect (& prototypical user): Scott Klasky (ORNL)
WEF design & implementation: Norbert Podhorszki (UC Davis)

SelectjobManager
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JobMgr
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CPES Analysis Workflow

- Concurrent analysis pipeline(@Analysis Cluster):
convert ; analyze ; copy-to-Web-portal

easy configuration, re-purposing

Specialized
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Scientific Workflow Systems

. Combination of

Data management, integration, analysis, and visualization
steps

Larger, automated "scientific process"

- Mission of scientific workflow systems

Promote “scientific discovery” by providing tools and
methods to generate scientific workflows

Provide an extensible and customizable graphical user
interface for scientists from different scientific domains

Support workflow design, execution, sharing, reuse and
provenance

Design frameworks which define efficient ways to connect to
the existing data and integrate heterogeneous data from
multiple resources

. Make technology useful through user's computer!!!

g Ofﬂce Of EM
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Discussion

- What types of workflow are you most
Interested INn?

- Which technologies do you use In your
workflows?

- How do you automate your workflows
now?

76),ffce of i SDIM
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Overview

Introduction
Architecture
Existing Workflows
Hands on
Wrap-up

g Ofﬂce Of EM
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Topics

111. Foundations of Scientific Workflows

V. The Kepler Collaboration and
System Architecture

76),ffce of i SDIM
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Summary of Scientific Workflows so far ...

Need for SWFs from eScience, Cl, and SDM
Goal: (semi-)automation of tasks

Optimize not just CPU & memory, but human time!

Scripting (e.g. Python, Perl) is not for everybody, harder to
maintain, modify, share, explain; no built-in provenance,
pipeline parallelism; collaboration harder

g Ofﬂce Of EM
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Kepler is a Scientific Workflow System

www.kepler-project.org

- ... and a cross-project collaboration
- Latest release available from the website

- Builds upon the Ptolemy II: A laboratory for

open-source investigating design
KEPLER: A problem-solving

Ptolemy 11 Kepler environment for Scientific
framework - UBRARL
-e
=

KEPLER = "Ptolemy IT + X" for
Scientific Workflows

76),ffce of i SDIM
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4™\ Kepler is a Team Effort

) \ / fa/yI

The Geosciences Network

| Griddles

\ SKIDL
SRB
Other contributors: CI p Fes N LA DR Contributor names and

- Chesire (UK Text Mining Center)

- DART (Great Barrier Reef, Australia)
- National Digital Archives + UCSD-TV (US) LOOKING

funding info are at the
Kepler website!!

L L} e
Office of sa:::::
gﬁl Sc;'ence s SUM _
o merer | mamass: CENTER SC06/Kepler Tutorial/V7/Nov-06 35
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Co-development in Kepler

& LUTEFdalabasalldamanma: gace
# UTEPdalabasesPasswand:

& quiary; "salact laldd hondd com plateh s, sdevation faeain
from GRAVITY_TAHELE

i Al "35T
e longMin: - 120"
i longMax 118"

Matt et al.

the fly

DarabasgaCuery

(SEEK)

amiReEsult

lorkflow |s used to extract gravity lat long point from a remode
database and generate shapefiies using a web sarvica.

. - -
/ T~ CusningGravaer
) !l

Efr'at a PST SET DE PASSWORD "

(GEON) QB TOEXECUTION  *25

mutpul
) BROWSER Bhite
IlkayL —_— = -—
(SDM) i e Extract the array Remove beginand SiringSubsiring
xmltoken elements end tazs from the
and translate them into Elemer:t T
StringTodML strings =

yang (P"'OlemY)—.;’sfp L HrEyTnElMlﬁng
Xiaowen (SDM) .

Edwgrd ﬁfug (Ptolemy)

U.5. DEPARTMENT OF ENERGY

elements xmlTokens)

StingLang

Const

Yy, SiTngindert)
5

GEON Dataset Generation & Registration

where latdd bataean * + lathdn +and ~ + lathiax + -
and londd Datwaen =+ lenghin + = and = + longhax
o ladhiin: "534 8%

SQL database access (JDBC)
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the GUI for Kepler

Fle Edt Wew Workflow Tools Window Help

QOQEQEPI@= mEmiihhe

Comporents | Data

Search
[ gri |

Search Reset

4 Search Resuts -
= 4 Kepler Actor Ortology
=9 wiorkflows Component
= 4 Actor
(= 4 Conversion Actor
Grid Rescaler
(=) /4 Domain Specific Actor
= 4 Niche Modeling Actor
GridResst
[= /4 GIS Function
[ 4dd Grids
Grid Overlay
Merge Grids
(= 4 Grid Function
(& suthentication
[0 Glabus Job
(= Giokus Proxy
O crigrTe
[ Parameterized Giobus
[ Run ok Grid Client

[~ N .
< >
23 results found.
>
o1
e
- il

@ classificationType: Adype

PN Ditsclor

ip: gecn01 sdsc edu
@ port 8080

@ bodies Type: Piutonic
@ area: VA

o diagramsinfo: J_fibiestdataigeonidiagrams bt

° I ntd

OpenDBCannecton

° ponse b

Connect to the VA
lgneous racks DB.
Classify all bodies.

GeologicBodyandLocation TransiiiveClosureDBuery ClassifyBadies

Browser Display

Retrieve all Plutonic RendsrMapSenice

Bodies in Virginia.

Recursively get all
children and siblings

diagrams|nfa

Information about the:
classification diagrams:
SVG URL and coordinates expressions.

Actor Search

U.5. DEPARTMENT OF ENERGY

I—

‘SUM

CENTER

aagat

Fle Edt Wew Workflow Tooks Window Help

B 11|@ = im0 @

Components \ Data |

Search

| detos

Search Reset

Datos Meteorologicos
hydatoscia ategua

hydatoscia ategua subsp- stegua
hyckatostia callas

nerita undatostrista

speiropsis pedetospora

6 resutts returned.

[~

SDF Director

-

.
Datos Meteorologicos XY Plotier

yYvYV®Y

A simple example of using EML data. First, a search is done in the Data
pane to locate an EML-described data set, which is dragged onto the
workflow canvas. The EML data source is added to the workflow, and then it
contacts the EcoGrid server to download the data and configure the ports.
After being configured, it displays the ports from the EML data source,

which are then mapped into an XY scatterplot.

ple-plot. XY Plotter
File Edt Special Help

el XY Plotter

a5l
954 ||] = .

a53r - -

952 - a4 . s 1

ech

=

miE

execution finished

SCO6/Kepler Tutorial/V7/Nov-06

Actor ontology and semantic search for actors
Search -> Drag and drop -> Link via ports
Metadata-based search for datasets
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File Edit Wiew Workflow Tools ‘Window Help

eaFaIPN@» mmdhhe

Actor Search

Commponents | Data

H

PM D riclor

OpenDBConnection

Connect to the WV,
lgnecus rocks DB.

GeologicBodyandLocalion

TransiliveClosureDBQuery

Retrieve all Plutonic
Bodies in Virginia.

@ classificationType, A-hpe
& ip geonll sdscedu

@ port: 8080

@ bodiesType: Plutonic

& area: Wb

@ diagramsinfo: _J_libfesidata/geon’diagrams bt

@ Samples Compositon: ./ ibfesidata’geon/resultsisamples Composition b

@ BodiesResponse: /L dibtestdataigeoniresults bodies Reaponse bd

Classify all bodies
ClassifiBodies

tadiesRespanss

Recursively get all
children and siblings

diagramsInfo

Information about the
classification diagrams:
SWG URL and coordinates expressions.

Renderbap3endce

Browser Display

Drizplay

Sear_c:h
( | gricd Y |
IRS - [ Search ” Reset ]
_4 Search Resutts Gt
= 4 Kepler Actor Ortology
= wiorkflowe Component
= Actor i
[= 4 Conwersion Actor
Grid Rescaler
= ’jﬁljomain Specific sctor |
= 4 Niche Modeling Actor |
AN [E crioreset -7
= 3 SSFunctior - -~ T
[ ad Grids
Grid Overlay
Merae Grids
[= ¥ Grid Function
[ authertication
o= 7T L GlabusEs - -~
‘oL @Globus F‘ru:nxy_/:
B i =T
D Parameterized Globus
(= Run Job Grid Client
[~ TP, bt
4 | >
23 results found.
- :
&
:M : —- -——ﬁ
’I" i1 | BN _EE SN EE &S |

» Kepler Actor Ontology

« Used in searching actors and creating
conceptual views (= folders)

Currently 160+ Kepler actors added!
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Data Search and Usage of Results

File Edit Wiew Waorkflow Tools Window  Help

eagaZ>PNO

Ao R 4

—

Caomponerts | Data |

Search

| datos |

SOUrces

- - teiEtSstia ategua T T T - < S
hydatoscia stegua subsp- ategué
7 rydatosciacallas - - - -~ -7
nerita undatostriata
speiropsis pedatospora

N

G results returned.

M

SDF Director

Datos EEtECI rologicos

A simple example of using EML data. First, a search is done in the
pane to locate an EML-described data set, which is dragged onto t
workflow canvas. The EML data source is added to the workflow, &
contacts the EcoGrid server to download the data and configure th
After being configured, it displays the ports from the EML data sou
which are then mapped into an XY scatterplot.

| .eml-simple-plot. XY Plotter

execution finished.

Z/
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CENTER

File Edit Special Help
|
i XY Plotter
' ' ' ' v - '
L iy
9.55 ] ’ii
9,541 1
|
9830 ] e
952 - -
’ - -
L 1
a5 = —
960 L L P ' - )
2 4 6 8 10 12 14

SCO06/Kepl¢

Xy Flotter

» Kepler DataGrid

— Discovery of data resources
through local and remote
services

SRB,
Grid and Web Services,
Db connections

— Registry of datasets on the
fly using workflows

& Services List

Current Data Source(s):

Service Mame

Documert Type

Ecological Metadata Language 2.0.0
KMEB Metacat EcoGrid Queryinterface

Ecological Metadata Language 2.0.1
kI Digir EcoGrid Queryinterface Darwin Core 1.0
GEOM Search Queryinterface WOEFTIDLESE/MNASA 0.6.50

o] |

Cancel
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Scientific Workflow Design: Challenges

65 ot g
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Actor-oriented Modeling And Design (AMAD)

While many systems (including Kepler) support
execution ... support for SWF conceptual

modeling and design is lacking

Formal models for scientific workflows
Based on Actor-Oriented Modeling

Mechanisms for discovery, reuse, and adaptation of
existing workflows and components

plus a rich Type System (“hybrid” types)
End-to-end workflow development (methods and
frameworks), especially for early stages

Modeling Primitives
(Adapters & Replacement; strategies)

76),ffce of i SDIM
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Actor-Oriented Modeling

Actors

single component or task
well-defined interface (signature)

generally a passive entity: given input data,

produces output data

y Office of
Sc;ence

@M
: CENTER SCO06/Kepler Tutorial/V7/Nov-06
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Actor-Oriented Modeling

Ports

y Office of
Sc;ence

each actor has a set of input and output ports

A

>t

denote the actor’s signature

produce/consume data (a.k.a. tokens)
parameters are special “static” ports

ﬁ)M

. CENTER

SCO6/Kepler Tutorial/V7/Nov-06
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Actor-Oriented Modeling

Dataflow Connections
actor “communication” channels
directed (hyper) edges
connect output ports with input ports
merge step + distribute step

g Ofﬂce Of EM
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Actor-Oriented Modeling

\\\ i i oulput2

Sub-workflows / Composite Actors
composite actors “wrap” sub-workflows

like actors, have signatures (i/o ports of sub-
workflow)

hierarchical workflows (arbitrary nesting levels)

Qe =N .
. CENTER SCO06/Kepler Tutorial/V7/Nov-06 45




DOE Scientific Data Management Center — Scientific Process Automation

Actor-Oriented Modeling

FM Director AZ A

Directors
define the execution semantics of workflow graphs
executes workflow graph (some schedule)
sub-workflows may have different directors
enables reusability

76),ffce of i SDIM
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Some actors in place for...

Actors that wrap CCA components
Generic Web Service Client and Web Service Harvester
Customizable RDBMS query and update

Command Line wrapper tools
local, ssh, scp, ftp, etc.

Some Grid actors
Globus Job Runner, GridFTP, Certificate Generator

SRB support
Native R and Matlab support

Interaction with parameter sweep tools
Nimrod and APST

Communication with ORBs through actors and services

Image Processing, Gridding, Visualisation Support
Textual and Graphical Output

Even wrapping subsystems, such as SCIRun
...more generic and domain-oriented actors...

76),ffce of i SDIM
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Some KEPLER Actors (out of 160+ ... and counting...)

WebSenice
‘WebSendce program ESLTActor BrowserUl xmilQuiput
datab st & o . Resill filaOrURL Marme
a qui?; Blast_searchSimple s xmiln XSLT htrm | Cut BROWSER Pualue
XPath
. T b
[
WebSenice  * :
FileFetcher
caificala
accesson DDBJ_getXMLEntry Result SRBConnect ' fatchadFilas
B SRBFilaSystem filesToGet
SRBS CONNECT FETCHER
SProxy
SRBFilaSydam hexilCode
- " pathy) SRB#§ list directory b listadFiles
ommandLine
arguments i 5
>3 »> 9 [ gg{{;{ﬁ"‘aﬂd'e et sPut FileStager
inﬁleHandIe. exitCode carificata )
- - - dagedFiles
- - filesToPut
i 3 STAGER
SRBGetMD
Email db DatabaseQuery SRBFileSysemn
COr
messageBody Bﬁm” soFiePainy| SRBS Get MetaData L meladata
quary
RunJobGridClient
cardificate outpulFilas
inputFiIEEMﬁrmll
SDF Director
ExtrCoords GamessOut OutputExracter Results
GlobusProxy FileFetcher [ EI OrbWaveformSource OrbWaveformSink
. > > .
| RunJobGridClient > »
File Stagerl > Globus Job Results
FilesTaPut Globus OrbPacketObjectSource

U.5. DEPARTMENT OF ENERGY
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Some actor extensions in the works...

- Large-scale robust data mover

- Application-driven extensions (SDM):
Access to/integration with other SDM components

- PnetCDF, PVFS(2), MPI-10, parallel-R, ASPECT, FastBit, CCA
support...

- Further generic extensions:

Additional support for data-intensive and compute-intensive
workflows

Semantics-intensive actors
Actors to work with other Kepler features for
- Authentication and authorization
Distributed execution
- Execution monitoring
- Fault tolerance

76),ffce of i SDIM
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Dataflow as a Computation Model

- Dataflow Model of Computation:
Alternative to: stored-program (von Neumann) execution
- Sound, simple, powerful model of parallel computation
Formal model: variations of Kahn Process Networks (PN)
“built in”: task and pipeline parallelism!
NOT having a locus of control makes it simple!
Naturally distributed model of computation

— Asynchronous: Many actors can be ready to fire simultaneously
— Execution ("firing") of a node starts when (matching) data is available at a node's input ports.

— Locally controlled events

— Events correspond to the “firing” of an actor
— Actor:

— A single instruction

— A sequence of instructions
— Actors fire when all the inputs are available

. HEE -
@‘ Office of EEE:;Egﬁ)M
/4 Science &iiii:: :
e ommumroronerey | manas. CENTER SC06/Kepler Tutorial/V7/Nov-06 50
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Directors are the WF Engines that...

- Implement different models of computation (MoCs)
Define the semantics of
- execution of actors and workflows
- Interactions between actors

Ptolemy and thus Kepler are unique in their ability to
use and even combine different MoCs

e Dataflow * Process Networks

» Time Triggered * Rendezvous

« Synchronous/reactive model | « Publish and Subscribe
 Discrete Event e Continuous Time

* Wireless  Finite State Machines

76),ffce of i SDIM
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More on Models of Computation (MoCs)

Directors separate the concerns of WF orchestration from Actor
execution

Directed Acyclic Graph (DAG)

Common among Grid workflows: no loops, each actor fires at most
once (no streaming / pipeline parallelism)

Example: DAGMan

Synchronous Dataflow (SDF)

Connections have gueues for sending/receiving fixed numbers of
tokens at each firing. Schedule is statically predetermined. SDF models
are highly analyzable and used often in SWFs.

Process Networks (PN)

Generalize SDF. Actors execute as a separate thread/process, with
queues of unbounded size. Related to Kahn/MacQueen semantics.

Continuous Time (CT)

Connections represent the value of a continuous time signal at some
point in time ... Often used to model physical processes.

Discrete Event (DE)

Actors communicate through a queue of events in time. Used for
instantaneous reactions in physical systems.

106), ice ot & ::iiszsmM
. CENTER SC06/Kepler Tutorial/V7/Nov-06 52
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Challenges in Scientific Workflow Design

- Describing components in the users’ terms
= semantic types

- Dealing with complex control-flow (e.g.,
case-switch, exception handling etc.)

= different modeling paradigms, templates and
frames

g Ofﬂce Of EM

3""9"09 - "CENTER SC06/Kepler Tutorial/V7/Nov-06 53




DOE Scientific Data Management Center — Scientific Process Automation

. Scientific Workflow Life-cycle
Resource Discovery
. discover relevant datasets
. discover relevant actors or workflow templates
Workflow Design and Configuration
) data = [l actor (data binding)
8 data = 8 data (data integration / merging / interlinking)
B actor = [l actor (actor / workflow composition)

. Challenge: do all this in the presence of ...
100’s of workflows and templates
1000’s of actors (e.g. actors for web services, data analytics, ...)
10,000’s of datasets et may far thaca racmtirrac. GEE (lata)
1,000,000’s of data items i— scientist’s time wasted: priceless! !

hlghly complex, heterogeneous data
@_‘ Off:ceof ﬁ)M
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Approach & Kepler/SMS Capabilities

-  Employ semantic extensions (ontologies) for ..
Smart Search (= Resource Discovery)
Smart Attach (= Data Binding)
Smart Integration (= Transform/Merge Data)
Smart Links (= Actor Composition, WF Design)

x> by “smart” we mean these services are informed by metadata and ontology
information

- Characteristics of SMS work
big chunk of basic computer science research (= references)
.. but also implement this (= link to Kepler)
.. driven by real-world use cases (= link to BEAM)
.. on top of community ontologies (= link to KR team)

g Ofﬂce Of EM
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Semantic Type Annotatlon In Kepler

e (8] ﬂ . ) ) ﬁls stersjshcwersftmp,fdlvemty xml Semantic TYDF_ Annotation I
_: Edl[ View Work w Tuols Wlnduw Help =
7@ @RI 00 @ s> 500 @ ene Semantic Type Annotation
j.‘ Components | Data ' b e | s ]
o Selact p omponent nput utput |
W select port for annotation:
e e Mollusc Epulatmn monitaring 2000 :; * Site (array)
v & Component Ontology o *‘ * Zone (array)
> g Data Input SR ‘r W Flot (array)
> Data Operation | i
» @ Data Output \ - * Species (array)
> @ Director ‘ B Mollusc_Presence (array)
» @ File System | =
r®c IP I
St | . sho
’ s ;mf.c:p??mw ‘ - | Show Port Bundles | Bundle Pr.:rrs'.',I UmBundle Ports
All Cate _—
¥ All Categories: Selected Categories:
> @ ObservableEntity BioticOccurrence
¥ ) ObservableProperty
1 > @ CimaticProperty
- Component input and ot i
output port annotation v @ mugmpey —
. i
Each port can be > @ BioticAbund ance
. b ) BloticGccurrence 3
annotated Wlth > @ CarbonAndEnergyPi
- — = @ NutrientAndWaterPr *
multiple classes from — | ® cecacegen
- = R . - | P
multiple ontologies _
: Categol (_Search ) ———> .-
Annotations are
stored within the
component metadata
! = ( Help ) (Cancel ) QK )
Vg Office of il )\
U.Qﬁmf,f!ji?e Enass.. CENTER SCO06/Kepler Tutorfai7v77NOV-U® 56
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Component Annotation and

Indexing

8686

—————— Y RRT R
File Edit View Workflow Tools Window Halp

CEEEEEIN T JamEet 3

FC:mponcnts | Data

rSearch

Search Respt

oWy LeLnn

» @ Fie sysiem

¥ @ Cezneral Purpose
i CompositeActor
. Expression

RExpression

Configure Actor “E
Customize Name
Configure Ports

Configure Units

Open Actor #L
Documentation

Semantic Type Annotation...
Save in Library...

Upload to Repository
Convert to Class

»

' R functian ar script:
.

Edit parameters for RExpression

H<-0
P <- Abundance/sum(Abundance)
for (i in Llength(Species)} {
if (Pli] > O {
H <~ H + Pli] * log(Pli])
}
1

EZ MatlabExpression
B RExpressicn
b @ Crid Function

poam it A < )

Bring to Front ~F
Send to Back “~B

%

U.5. DEPARTMENT OF ENERGY

Component Annotations

New components can be
annotated and indexed into the
component library (e.g.,
specializing generic actors)

Existing components can also
be revised, annotated, and
indexed (hiding previous
versions)

{ Science 5E2iilTCENTER

H<--H
print(H)
R working directory: /Users/madin
Save or not: ~-no-save =
Craphics Output: v
Number of X pixels in image: 480
Number of Y pixels in image: 480
class: org.ecoinformatics.seek.R.RExpression
et e e I T R
8nNnn Save in Library
; Display Name: Shannon-Wiener Diversity
" | Replace Previous Version in Library
r Location in Library —
All Categories: Selected Categories:
¥ G0 Discipline Untology
S
- i BEAM
¥ & Statistics Ontology Ecology
» @ sampling Distribution lterative Operation
¥ @ statistical Analysis [Univariate Analysis
> @ Bivariate Analysis
5 . | =
> @ Graphical Analysis
B @ Multivariate Analysis F e
@ spatial Analysis
» @ Temporal Analysis 1
» @ Univariate Analysis s
univariate [ Search )
Category Description:
I Cancel ) | OK

SCO6/Kepler TOTOTTAI7 V77NOV-0UG
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Smart Search

Unnamed

- Unnamed

L)

9086

ﬂ@|@\.a.&ii.|»!-l*iﬁ>lt;jl¢: FI|E Edlt \.flew_h_'u'orkil'low Tools Window Help -

_ Unnamed

File Edit Ulew Workﬂow Tools Window Help

/I’
%l A : | ! I
C— 0= (CCRQTP IO m:) ) ¢ e FQ I I10 S e
[ Components | Data | s - S @
omponents | ata
-Search
Search Reset
Il Reset 5 h R
Barc ESET
v & Component Ontolo Mollusc ulation monitorin
:"' @ DF;ta e % T v @ Search Results v @ Search Resul Em 2
¥ @ Darta Operation | ¥ © Component Ontology E v "5‘3; t SEUS tol T
» @ Data Structure Uperation l ¥ (@ Daa Opeation :I ’3 ISia:isstic:Ii\t:iTvsis | 4
: r® MamEﬂancaIUDeranon |
> @ Image Operation | SaE v @ univariate Analysis |
v % Mathemaltical Operation | i
» @ Arithmetic Operation | Shannon-Wiener Dive
= @ Calculus Operation |} mlialysis OF Varianceds
> GeometricOperation ol
v g Irerative Dn:r]raiinn ! v @ BEAM v@ cC | Tend l
EActumuIator | ! Shannnn-Wiener Diversi Eﬁr:ra En eney |
B vy ccamdasoe L ¥ 3 Discipline Ontology BA”W neRE B
i3]} Boolean Accumulator v @ Ecology R:qer;'ge la
B Coiintat ’ shannon-Wiener Diversity & ' € _|an Of M
&8 Limiter ¥ £ Statistics Ontology P Ccmpar?_un of “ela_n
) Ramp v @ statistical Analys's @ Ccmpar!_on oF VU_UF
LT : omparizon aria
; v @ Univariate Analysis
String Accumulator i
%Tokegn — ’ Shannon-Wiener Diversi M ? g“; Tr:ns{t}rmatlon
an
/ T oken Dunlicato : m Array Sort i
BY shannon-Wiener Dive ) e v @ sualing ; v
= [ﬁ] Complex To C. + o 4r

Find a component (here: an actor) in different locations (“categories”)
- ... based on the semantic annotation of the component (or its ports)

= needs one (or more) ontologies to “register against” (& KR)

’; Off;ce of 5551:;;
~ 4 Science S5iiilTCENTER
U.5. DEPARTMENT OF ENERGY
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Smart (Data) Integration: Merge

8606 ) _ filei/Users/sbowers/tmp/merge_test.xml
File Edit View Workflow Tools Window Help

e e . Discover data of interest

[ Search
Fall 2000 monitoring
— e
Search Reset || >

>3 -
| o5 ‘;‘, ‘Component Ontology
» & Project Ontology
» & Discipline Ontology < ] [} -
» 9 Statistics Ontology Long-tef 2 :

=2 > MergeActar !

Configure Actor S

Customize Name
Configure Ports

: cocse L« compute merge”
>

Edit Merge Mappings

T align attributes via

Set Checkpoints

Semantic Type Annotation... H

Save i Lrary.. annotations
Upload to Repository

Convert to Class

N , | Feere open dialog for user
[sXaXs) file: {Users /sbowers/tmp/ merge_test.xm| refi n e m e n t

File Edit View Workflow Tools windbw Help

—— store merge mapping in
: MOML

Fall 2000 monitoring

Search Reset || <

> S

FYvyYvyveyyy

» 5 Component Ontology
» & Project Ontology
» & Discipline Ontology < | -
b & satstics Ontology Long-tel : o e nJ Oy'
'R -
B a4 MergeActar :
| .. your merged dataset

<

<

-

Commuity Dynamics

TYyyvyyyyyyy
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Under the hood of ‘Smart I\/Ierqe

Biomass Exploits semantic type
/‘ » annotations and
Dataset 1

ontology definitions to

5 > _— find mappings
> between sources
Executing the merge
Dataset 2 .
actor results in an
N > integrated data
: product (via “outer
union™)
Dataset 1 al a2 a3 a4
; al a3 a4
L=
>
Dataset 2 a5 a6 a7 a8 a 0.1
N < 0.1 a c 0.2
> 0.2 C d 0.3
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Smart Linking (Workflow Design)

_§ a6 ﬁlp',Fl].f.olt:f:hnwar_t.il’_t_TE_jdiupr:iw.xml
File Edit View Workflow Tocls Window Help
2l Ty TP !
/@@BEIQEID [0 @ = )mines> 500 ¢
C ts | D ; - =
= ER i - Statically perform semantic
rSearch- 1 Documentation
o, and structural type
Seirch Rese: (EA e LD
i S ———— Mollusc poaulation manitoring 2000 E::ﬁ;:,‘:'::‘,::sglm C h e C ki n
¥ & Component Ontology Sy e ‘ \ g
S e A
» @ Data lnput > Shannon-Wiener Diversity Dispiay \
Lo @ Data Cperaton - \
> @ Data Cutput b—_,—:
; 1
» @ Director \
| g File Syst — .
k@ e mps 866 ‘Structural and Semantic Type Checker
» @ workflow
¥ & Froject Ontalogy - Channals -
b B cpres =
Type Errors: - 3 Type Warnings:
Output Port InputPort Cutput Port Input Port

- Navigate errors
and warnings
within the
workflow

Search for and
insert “adapters”
to fix (structural
and semantic)
errors ...
z Office of £3::
- 4 Science
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.. CENTER

'‘Mollusc population monitoring 2... [Shannon-Wiener D...|

'Mollusc population monit... 'Shannon-Wiener Diversity...
'Shannon-Wiener Diversity... Display.input

Structural Types

channel status output input
| safe fint} {int}
|

r 7-.- jc Types -

(/ channel status\output input

ontology
SEEK Field Observatio...

Class
BioticOccurrence

—lass
BioticAburdancz

ontology
SEEK Fie'd Observatio...

I._Insert&dapters',l | Close _/'I
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Smart Linking (Data-Actor, Actor-Actor)

Source: [Bowers-Ludaescher, DILS’04] |

Ontologies (OWL)

Semantic

Compatible (%)

Type P,

Structural
Type P,

Source
G Service -D

PSS Offico of 85550 | .
related: Wang & Goguen (SCIA) |

Structural/Semantic
Association

- -

~ z
\\ /,/
/
\ -

Transformation

Desired Connection
SCO6/Kepler Tutorial/V7/Nov-06

-

Structural/Semantic
Association

’.‘“‘u\

Structural
Type P,

Semantic
Type P,

Target
Service
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Complexity in Scientific Workflow Design

The use of “control-flow” primitives
Managing complex, nested data structures (select/filter/transform)
Fault-tolerance and exception handling

A file: /C:workflows/TSI-s- transfer.xml
Fie Wew Edt Groph Debug Help
Gy @a-@D ) O R [ e
ChustaW_Remote ClustalW Reautts Display
Chstd W .
----- [
|
smbor and Sequence Display
Inner Loop F
Exact Gene Sequence LocalBlas iOne Sequenca Finished
e L T L=
— -|¥ho Iy ~
_____ ~o
______ ~o -
< F N RIS
-
= -~
— InnarLoop Finksh 0 Trigre -
o -
=
& | & ] File Systzm I3 Input e T §14! Ratry.em,y 1.3 200501129 012536 na0wan Ex0 §
functi anlnpat, -

Fault-tolerance control-
flow “wired-in",
e.g. via Boolean switches,
complex branching and
looping

Custom actors, hand-crafted control flow
limited to sequential execution

=:(SSDBM’03)
Office of ss=:t."
,@l Science ......:%‘)T.E}:‘
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Modeling Control-Flow Constructs in Dataflow

Dataflow in Kepler
Based on dataflow process networks (Kahn et al, Lee
Supports pipeline parallelism (streaming data)
Natural paradigm for data-driven workflows
Efficient analysis and scheduling
Intuitive model for workflow designers
Control-Flow in Kepler
Branching via if-then-else and switch-case statements
Iteration with multiple entry and exit points
Low-level actors for manipulating structure (e.g., record-to-array)

Problems modeling Control-Flow directly using Dataflow

Overly complicated workflows; hard to understand (low-level programming),
maintain, debug, extend = limited reusability; complex re-configuration

Dataflow&Ctrl-flow
Marriage!

-

T V ¥V

f [ = F
1 F
>
H 2 g [Bowers-et-al, SciFlow’06] |

New Design Primitives (e.g., templates & frames)

Ghiod 5N .
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Workflow Design Paradigms

(a) Vanilla Process
Network

(b) Functional
Programming
Dataflow Network

(c) XML
Transformation
Network

(d) Collection-
oriented Modeling &
Design framework

76),ffce of i SDIM
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(a)

DF (PN, SDF, ... )

ER T

(b)

(c)

XML-DF

SR IR S R B Ty B

(d)

Co-DF

CD:_;%P[ CoA; H CoA, ]—’[ CoA;

CoA

)

A
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Provenance

z Office of 53y ¢
-/ Science Fiaii:: :
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Kepler Provenance Framework

-  Provenance: the history of execution and conditions applied to the
workflow

- Why do we need provenance?
Because science evolves...
Recreate results and rebuild workflows using the evolution information
Associate the workflow with the results it produced

Create links between generated data in different runs, and compare different
runs

Checkpoint a workflow and Recover from a system failure
Debug and explain results (via lineage tracing, ...)
Smart Reruns

- Types of Provenance Information:
Data provenance
Intermediate and end results including files and db references
Process provenance
Keep the wf definition with data and parameters used in the run
Error and execution logs
Workflow design provenance

g  Office of EE33:: @M
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Kepler Provenance Recording Utility

Parametric and

icalModelZiximi| }

customizable

[t Rerun the model" Pause the modeI"Stop the model|i ’” -” *” ¢>” Dp” q:;” ‘|
|

Different report formats
Variable levels of detail

. Verbose-all, verbose-
some, medium, on error

Multiple cache destinations
Saves information on
User name, Date, Run, etc...

ProvenanceExecutionListener

SmartRerunManager

SDF Director

MapOntologyQuery

ImageAssemblyRequest2

Java-based transformer to
generate the expressions
for different states,

NevadaQueryEx

The rewritten form of the the
client request for generating
integrated map of geological
farmations in XML format. The

Geological Map Information Integration Workflg

A subworkflow to map the
output schema of the ontology
service to the input schema
of the query service.

CreateExpressionFromQuery ., hqueryExpression, DataMapper
il

es5ion

=10

request

T

semantic discrepancies across
source datasets were handled
by resolving a standard geologic
concept to the specific concept

%

3 Status Checker at the dataset,

WebService

_ x.

A1 Interartive Shell

mageAssemblyRequest

BrowserDisplay

? Your Mame: Mam g » I
-
Your [hstitution: University of California
. . mbination
Mame or Note to associate with the run: Test run with data k34 b, or
Date to associate with the run: EriFeh 17 17:22:57 MST 2006 veb
| an
Level of Detail: Werbose-all | = [japable url
Qutput Format: text T |
L — |page Files =
Cache Destination: To Databaze L= |iclient.
Path to saved files {put a / on the end): |ftmpf
Commit | | Add | | Remowe | | Restore Defaults | | Preferences | | Help | | Cancel |
T =
|

I Ll L

4 Science S3iiillTCENTER
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What other system functions does provenance relate to?

- Fallure recovery
- Smart re-runs

. Semantic extensions

- Kepler Data Grid

- Reporting and Documentation} Documentation generation and updates
- Authentication

- Data registration

Re-run only the updated/failed parts

g Ofﬂce Of EM
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Provenance for the WF Engineer / Plumber

- A Workflow Engineer’s View

y Office of
Sc;ence

Monitor, benchmark, and optimize workflow
performance

Record resource usage for a workflow execution

“Smart Re-run” of (variants of) previous
executions

Checkpointing & restart (e.g. for crash recovery,
load balancing)

Debug or troubleshoot a workflow run
Explain when, where, why a workflow crashed

ﬁ)M
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Provenance for Domain Scientists!

- Query the lineage of a data product

from what data was this computed? (“real” dependencies
please!)

- Evaluate the results of a workflow
do I like how this result was computed?
- Reuse data products of one workflow run in another
(re-)attach prior data products to a new workflow
- Archive scientific results in a repository
- Replicate the results reported by another researcher
- Discover all results derived from a given dataset
.. l.e. across all runs
-  Explain unexpected results
... Via parameter-, dataset-, object-dependencies in the
scientist’s terms (yes, you may think “ontology” here ... )

76),ffce of i SDIM
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I - I - -
allella file:/EclipseWorkspace /kepler/workflows /nddp/phylogeny/pars_rudists_b.xml
File View Edit Graph Debug Help
Jade@e]m]> [1[@)» s L ed=a=t 3
1 PND
Actors | Data | e i : -
e \ Sl TexFileReader ) PhylipParsLoop
N Jroject List NexusFileParser
quicksearch———— [ paof ) _*:*_’E
( Go ) ([ Reset ) - - \
¥ text  concept i - ToieWikter ' |
0 PhylipConsense Exceplionjseticher PhylipDrawgram NexusFileComposer 2‘
> Mathematical Operat + _f—#—f_b - \
> Control \
> Image Manipulation \ Y
» Cirid Functinns '\
execution finished. -
- 4 \
N ﬁle Tecl lipseWorkspace /kepler/workflo. . .geny/pars_rudists_b.xml#PhylipParsLoop
FI|E V|ew Edlt Graph [.‘Lnug Help
— - LAl I I I e
e — [/ O ulc>0 T @)
I input  |nitialize seed : ; output
Megalodontidas SlariLoop PhylipPars UnigueTrees  |ncrementseed gEndloop 3 h
Hippuritidac 1" Pt Pt
——— Pachytraga g .
[ler:om&ninac z & ‘
Caprininae
Brat + Yalz)
Retha | 006 .dnam\,a.loken\).splqy]
File Help
Agriopleura hn e bt d i
H "o | —————{ BEGIN DATA;
Radiolitidae ) DIMENSIONS NTAX=10 NCHAR=8B0;
o e FORMAT DATATYPE=DNA MISSING=? GAP=- ;
va]'lm MATRIX
Monopleura - { 10 20 30 40 50 60 70 80 90
Requieniidae
) Lle cgacgcatcgetgecacagetgcaggectacacggtggacccttectggetgeaa tggcgeeg acacctggee
Diceras GOB1 cttqaatgctcaggtagtaaaaqaacctqaaaatetgcccaaagaatggaaccaggcttatqaaccattcaqaattqcaggtaatttatatt:
Heterodiceratidae THINB tacceotg tacctggte
FEZ1 ccattcaagettegeatatecaal aat: attccgtattgetggaaacttgtacte
Chamidae mbll gttggetetggeoteg tgeeg a a, tacegtgtggteggeaacatetatte
mb1511 gag gcggg t tggatgcgtecctgge g g tggce
caul gttgge ac a a taccgtgtygg aacatctatte
Llc cgaggcaccgetgccacaactgogggectatacegtggatgegtectgge tggegee g acacctggee
r Lld cgagacacc gcagctgecgggectacaccgtggacgectegtgge tggcacc ac tggce
7 Ll cgaagtaccactgcegcagetgegggectacacegtggacgectegtgge tggcace acacctgges
- END; v
K6, Ofce of &2 S - “
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Scientific provenance questions we can ask about a run of

this workflow

What DNA sequences were input to the workflow (this
run)?

What phylogenetic trees were output by the workflow?

What phylogenetic trees were created (intermediate or
final) by the workflow?

What actor created this phylogenetic tree?

What sequences input to the workflow does this
consensus tree depend on?

What input sequences were not used to derive any output
consensus trees?

What was the sequence alignment (key intermediate
data) used in the process of inferring this tree?

Which actors were involved in creating this tree?

HEE -
- mEE .-
y), Yffice of £ SDIM
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Architecture

-
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Kepler can be used as a batch execution engine

The Geosciences Metwork

A Monitoring/

Translation

Configuration phase I‘ GE@®N Portal

Subset: DB2 query on DataStar

Analyze Visualize

Subset > > Kepler
move process move —» render display II
y N

* Interpolate: Grass RST, Grass IDW, GMT...
e VVisualize: Global Mapper, FlederMaus, ArcIMS bt

Processing

g .| mmp GE®N Grid

The Geosciences Metwork

A
A

A

ﬁo"

e

DB2 - DATASTAR @ SDSC

Soloction
Coord

. w Wb Sarvice
V; Office of ==
Z
U.5. DEPART!

I muy
Mfiilsi?e E=4RORTLET @ SDSC ASU PP NODE
N TETETETE

Manager Program

we | 7/NOV-06 75




DOE Scientific Data Management Center — Scientific Process Automation

Kepler System Architecture

Authentication
GUl ...Kenler GUI Extensions...
Vergll | Ducumentatinn—l‘
!ﬂﬁﬁ!ﬁ[ Smart
= Type Re-run / |[PFOVENaNce
UbjECt System||| caiture
sl e Framework
Manager Recovery
Kebler
Archives
Kepler
Cun? L Ptolemy
Extensions
75 0"’:‘:9 of EEEM
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Kepler Authentication Framework

. Actors manage data, programs,

computing resources in
Distributed & Heterogeneous environments
Under various secure administration

- How to use ONE system handle all of the
authentication jobs?

Data: Programs: Resources: Job Mana

Database Command Line  eMobil Device  «OS

SRB MPI Parallel sLaptop eGondor

XML *Online CGI sDesktop *PBS qsub

*File System <Web Service «Cluster *GRAM

 J *Grid Application sSupercomputer *Web Porta
*Grid il

Office of SIS DM

I EEE
mf,ffi':fe assai:: CENTER SCO06/Kepler Tutorial/V7/Nov-06
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Advantages of Scientific Workflow Systems

- Formalization of the scientific process
Easy to share, adapt and reuse
Deployable, customizable, extensible
-  Management of complexity and usability
Support for hierarchical composition
Interfaces to different technologies from a unified interface
Can be annotated with domain-knowledge
Tracking provenance of the data and processes
Keep the association of results to processes
Make it easier to validate/regenerate results and processes
Enable comparison between different workflow versions
Execution monitoring and fault tolerance
- Interaction with multiple tools and resources at once

. Parallelism...

76),ffce of i SDIM
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Evolving Challenges For Scientific Workflows

Access to heterogeneous data and computational
resources and link to different domain knowledge

Interface to multiple analysis tools and workflow
systems

One size doesn’t fit all!

Support computational experiment creation,
execution, sharing, reuse and provenance

Manage complexity, user and process interactivity
Extensions for adaptive and dynamic workflows

Track provenance of workflow design (= evolution),
execution, and intermediate and final results’

Efficient failure recovery and smart re-runs

Support various file and process transport mechanisms
Main memory, Java shared file system, ...

y), Office of 5223 A
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Evolving Challenges For Scientific Workflows

. Support the full scientific process

Use and control instruments, networks and
observatories in observing steps

Scientifically and statistically analyze and
control the data collected by the observing
steps

Set up simulations as testbeds for possible
observatories

- Come up with efficient and intuitive
workflow deployment methods

- Do all these in a secure and usable way!!!

Qi N
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Overview

Existing Workflows
Hands on
Wrap-up

‘@‘ Office of
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Topics

- Example - Terascale Supernova Initiative Workflow

- Workflow anatomy
Problem decomposition and abstraction
Processes, data and behaviors
Scripts
Data Modeling, Data Flows
GUI layer
Orchestration
Communications
Meta-data collection (provenance)
Error and interrupt management (fault-tolerance)
Virtualization

- Summary
- Handouts

O Y .
: CENTER SCO06/Kepler Tutorial/V7/Nov-06
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Example — Computational Astrophysics

Circumstellar Gas-Dynamics. The numerical hydrodynamical
code VH-1 is used on supercomputers, to study a vast array of
objects observed by astronomers both from ground-based
observatories and from orbiting satellites.

The two primary subjects under investigation are interacting
binary stars - including normal stars like the Algol binary, and
compact object systems like the high mass X-ray binary SMC
X-1 - and supernova remnants - from very young, like SNR
19874, to older remnants like the Cygnus Loop.

Other astrophysical processes of current interest include
radiatively driven winds from hot stars, the interaction of
stellar winds with the interstellar medium, the stability of
radiative shockwaves, the propagation of jets from young
stellar objects, and the formation of globular clusters.

e

ég Office Of EM

3""9"09 - "CENTER SC06/Kepler Tutorial/V7/Nov-06




DOE Scientific Data Management Center — Scientific Process Automation

The Big Picture: Supporting the Scientist

I,\mn?
Submit batch B Running I
Running in Are there
i gl e e files?
COSIORNT ¥ :
U pdate
ntebook
Update
1 te weh
notehook pd;-;c w
Upsdate web
page = ‘es /o
Transfer file to fercomplessd
correetly
Frror
Tramfer aix files Tranafer file to NCSU » Transfer completed
1o NOSL correctly
T T e e e e
Dhistribute data on |
nodes of cluster
Interactive analysis
==
—
¥ Fly through data
riabcale Y Estract subfiekd
Cet Variables
Update wely
page 213 ices
31 volume rend P
3 mapes =
Update 30 Bow fickd Mavies Update
notebook G "y notebook
O —
Update web [ Dervs ot vae | Plots Update web
page SDM SPA = NC State g

A workflow from the Terascale

Supernova Initiative SciDAC, DOE

P45 Office of
9‘_\1 Science
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SUM
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SCO06/Ke|

From “Napkin Drawings” ...

... to Executable Workflows

Conceptual SWF

ocuments and Sett
Edt

ndingWorkflow-bbcp-

Graph Debug Help

Kepler
Executable SWF

-state-new.kml

=181

@

laf=l»

NMEEREEEED

| | director lbrary
| ) actor library

| 1 SPA library

| | Uilities

| ) UserLibrary

PN Director

Collect Connection Permisions

@ supercomputer_user: doedemo

® supercomputer_host: login hpencsu.edu
® supercomputer_bin: /share3/spal

® wilow_dir: /share3/doedemo/MWFLOW!

® waittime: 101000

This workflow automates job submission,
large volume data transfer, and vsualization

e localcluster_user: doedemo

@ localeluster_host: orbittyneren.net

@ localcluster_bin: homefzcheng/spal

@ localcluster_data: /homeidoedemolspa_datal
@ simulation_file: wilowb.cmd

@web_dir: homeidoedemo/public_html/

@ result_url: htp:/orbitty.ncren.net~doedemao/justasbig els

for a large scale simulation (Astrophysics/Blendin Workflow)

Submit Job to Supercomputer
via SSH; Run simulation in parallel;
Prepare results for bulk transfer.

Submit Job

Transfer results from supercomputer
10 post-processing.

Transfer Files

Post-processing

510

Visualization Processing

Visualization Display

by visualization cluster

Slicing and dicing for processing

Use Ensight to generate images
of the simulation

Display the image/animation
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Scientific Workflow Automation (e.q., Astrophysics)

In conjunction with John Blondin, NC State University
Automate data acquisition, transfer and visualization of a large-scale simulation at ORNL

Aggregate to Logistic Network
Input ~500 files (< L-Bone or bbcp Local Mass
Data 50+GB each Storage 14+TB)
m
VH1+

Depo

HPSS Local 44 Proc.

I Data Cluster
I archive - data sits on local nodes for weeks
Highly Output
Parallel ~500x500
Compute files Web
Viz Viz Software
Wall
@OF4 <
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Demo Runs and Workflow Exploration

with Discussion of Components,
Processes, Behaviors, Data Models,
Issues, Solutions ...

. EEEEEs =
@‘ Office of ;EE;;;;EM
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Some Discussion Related Slides

g Ofﬂce Of EM
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Discussion: Workflow

‘@‘ Office of
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SPA/Kepler

il fDocuments and Settings/Youk /Desktop/Blondin_Worklowsaaml
File Wiew Edit Graph Debug  Help

F#sabul File Tr

File Help
| e e/ @|a |z p [ @[5 ] e
| | director library 'gjm’ Submission =1O] =] 7ooo vhl ppdata 3z
i | | actor library File  Help ]
|| SPA library Dlddee WALit... ;I 51?532 )
|| Liilities write to file
| | UserLibrary . . | iy Rate = nan
2l Job <75452> is submitted to gqueues «<de CLOSE is sent
lI I _’lLI received whl_ppdata
41
Submit Job to Henry2 Transfer Files from Henny2 to Orbitty via Sabul
our Jjob 7205 (4“ensight.shy") has been submitted
Slice the fransferred files on Orbitty Start Ensight for Visualizafic
Eting. / /spafmiro =10J ill
Bl Sire Orbitty Slicer Info 5 [ e

il Help

Four job FZ04 (\"slicer.shhy") has been submitted

SPA: Scientific Process Automation

The Scientific Process Autornation project enables scientists to easily create exploratory data flow
(scientific worldflows) from local and distributed components (e g web services).

Below is a sampling of workflows powered by SPA
Workflow Description

Promotor [dentification A production workflow that generates a list of promoter binding sites for
W orlcflowr each of a given get gene ID mumbers.

SPA iz a collaboration between Lawrence Livermore MNational Laboratory, San

Diiego Supercomputer Center at TICSD, and Morth Caroling State University. It is
based upon the Ptolemy I heterogenous modeling and design frameworls. It is
alzo an active participant in the Kepler project.

$1d: intro.hten,w 1.4 2004/07/31 04:28:01 miaowen Exn §

e FELE

[T H » 3 1woelia [{oE 0 DREDB %% wiom
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Fﬁjar:fiIE:E:,.-"Dul:uments‘!-'hZI]andQ-'hZI]Setting.

File Wiew Edit Graph Debug Help

. .fRMspa_jarl/workflows/spa/TSI-ncsu.xml

=101 %]

| ae| | @|a-| @] p | 1

|| director library
_| actor library
4 SPAlibrary
_| spa
- weh services
i .| Elast
J Clustal
b |- lustalwy_analyzePa
w [ Clustalw _analyzesir
2o ] Clustalw'_analyzePa
o Lo cCluskalw_analyzesi
[#-_ ] DDB]
[#-_ | Fasta
_| TxSearch
[~ | generic
4 Utilities
----- CompositeClassDefinition
----- Compoasitedckar
- | Decorative
B 4 Parameters
----- -P- Parameter=
----- -5- SkringParameter=
----- -F - FileParameter=
----- -C- Coloraktribute=
----- —+ IrtRangeParameter=50
----- -P- PartParameter=
----- -\/- Requireversion=4.0,1

LR

----- 1 scopeEsxtendingAttribuke—
-] UnitSystems

PN Directar @ supercomputer user: doedemo

@ supercomputer_host: login.hpe.ncsu.edu

@ localcluster user: doedemo

@ localcluster_host: orbittyncren.net

e wllow_dir: fshare3/doedemo/MFLOW/
@ supercomputer_bin: /share3/spa/

@ localcluster bin: /homeldoedemaols pal

This workflow automates job submission,
large volume data transfer, and visualization

Kepler (v1)

for a large scale simulation (Astrophysics/Blondin Workflow)

Submit Job to Supercomputer
via 33H; Run simulation in parallel;
Prepare results for bulk transfer.

Collect Connection Permisions

Transfer results from supercomputer

to post-processing.

Transfer Files

v

e

Post-processing

Visualization Processing

Visualization Display

Use Ensight to generate images
of the simulation

Slicing and dicing for processing
by visualization cluster

E5

Display the image/animation




DOE Scientific Data Management Center — Scientific Process Automation

A TSI Workflow

(in Ptolemy Il framework)

Submit Job via SSH by invoking
script "submitJob” on the computational
platform.

Submitdab

Expression

Job Log
*Submitting Job script? + input + “in Please Wail..\n"

/

Expression?

"sshinvoker " +userName +"* + passward + " henn2.npc.ncsu...

Invoke submitlob

via 85H ,
gy Submit Jo!

Submit Job to Supercomputer

y 2
} . L4
This workflow automates job submission,
large volume data transfer, and visualization
for a large scale simulation (Blondin Workflow)

/

Right click and Configure to your Usemame anﬁaasmrﬂ
used for connection to seners. We are usigg SSH
and SSL to provide secure communicat\)

/

Transyaun,s from supercomputer
to pof-processing.
-

sfer Files

i

—-—

51

Post-processing

Visualization Processing

¥ Bi

SN

- 7/
- Slicing and dicing for processing / Use Ensight to geMte images
- by \dsualiza’)n cluster of the simulation
- S
- V4 -
- »
Slicing and dicing for processing / \
by visualization cluster
input orityslicer  Expression / \
"sshinvoker * +userhl "+ password + n
Use Ensight to generate images of the simulation
Invoke Orbitty Slicer Script output
& input StartEnsight  Expression
.‘ *sshinvoker " +userName +"* + password + " orbittyncren... +-|
oo eroramaiin Lo otdemy.actor Jb Exp]
£l
Invoke Start Ensight Script for Visualization EnsightLog

> ]

P72 Office of &
9‘_\1 Science
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CENTER

/

/ Transfer data from computational platform
to post-processing platiorm.
N.B. getFileName retrieves the list of files
to be transfered. Loop to tranfer
individual files.

gefFilenames  Exprassion
H *sshinvoker " +userName + " " + password + " henny2 hpc.ncsu..

input

Retrieve File List Enumitem Triggered

isFinished

s

—-—
(Pull Model) For each file, start "Sabul sendfile” server
on the source platform, then start "Sabul recviile” client
on the destination platform.

filename Eupression

"binhenry2send " + input

Expressiond
"sshinvoker " +userName +"" + password + " henry2 hpc.ncsu...

polemy.actor lib,Expression

Invoke Sabul SendFile

Expressiond
“binforbittyecy 152.1.14.110 "+ sahu\infu*l

Sabul Transfer Log

E . Sabul Receive File
xpressions
II Yok » e . 1
‘sshinvoker " tuserName + " " + password + np ’
Expression2
L

A true

[T;gger
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Discussion: Abstraction
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Scientific Workflow Automation (Abstract Ops)

000092
@ s Archive.
Provenance

N7

RT

DataZScience/Code
Model
Archive/Backup
Slice&Dice

Analyze (e.qg.Viz)
Merge

Move

Split ...

Workflow
Construct
Orchestrate
Monitor/Steer
Provenance
Change
Stop/Start ...

Needed:

A comprehensive, on-demand, end-to-end,
data and workflow management. An integrated
network-based framework that is functional,
dependable, fault-tolerant, and supports data
and process provenance.




DOE Scientific Data Management Center — Scientific Process Automation

Workflow - Abstraction

- Mass Storage _
Model _ Parallel Computation
Fiber C. or Local NFS

Merge g

ac Up Data Mover Channel \

Move (e.g. LORS, SABUL, FC over SONET

. Head
Head Node
Spl It Sglr?/(ijcees A Services
Viz
Recv Data .
*®*eee send Data

To Vizwall

Split & Viz

Model

Parallel Visualization
Web Web or Client GUI

Services Construct
Orchestrate
Monitor/Steer
Change
Stop/Start

Control

z Office of 53y ¢
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A Key Issue

- Very important to distinguish between a custom-made
workflow solution and a more canonical set of
operations, methods, data models and solutions that
can be composed into a scientific workflow.

- Complexity, skill level needed to implement, usability,
maintainability, “standardization”
e.g., sort, uniq, grep, ftp, ssh on unix boxes

SAS (that can do sorting), home-made sort,
LORS, SABUL, bbcp (free, but not standard), etc.

106), ¥ice of i SDIM
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Discussion: Similarities

‘@‘ Office of

3""9"09 csmsn SC06/Kepler Tutorial/V7/Nov-06 96




DOE Scientific Data Management Center — Scientific Process Automation

TSI Workflow I
In conjunction with Doug Swesty and Eric Myra, Stony Brook
Automate the transfer of large-scale simulation data between NERSC and
Stony Brook

Ervo tien
Weh terfass for Simeh . Tieniify . Move il 1o Submit haich — T : Line
" A0 pre i, il Comy
Are fiks wnsstent - fraterd \w:'n e e wonw o i 353 TS Zi

configurasian sbmisson sarrect locarions request as NERSC Ratiodand: 10,05 08 1011385

author wRowen

Delate

et Files ih

ArrayTetganin? L Saabory mHPSS.

Generae
Chak nls . "
b pihinlss irectery listing
arundic e ipressant
S Undex= ket vauesIn i
I lindex="sfr2partal, value=puti
Dapressint
{ lindeschithoss” e ool
Transler completed
U Transfer filss in HPSs A % A TESSQUEIKE. Eyprigsiond
e o e
1 Exprassin
Transter comphice ! :
correatly
R S p——— Cemmand ta run ligs te get listing of running jobs.
w<md.ls_saaborg: “ush sied by eabo.nersc gou b - pcratchfseratcheies i+ e Command 1o get list of files on Seaborg
s, hpss: sk win2 seationg rersc.gun b -1+ randi 7+ nput ke Comimand to getfist of Files on HESS,
s poctal ssh k267 4 portl_nasos 4 7 1"+ runcie + °f" + Epet He Command o got it of iles on Porial

w i _seabongbgss: s ink seaborg s g0 bal put fscratch seraichdes aing [+ e =+ i + = e =+ i fle
Command 1o wransfar a fle from Seaborg ta HPSS

Uplats iy | ) B
Extract J Tipdato

noizhork wcmd_mhdie_bess: "ssh in2 sl T
«cma. mhel_partal: ssn wnZé S Aibaghr e
) & debug s true
Updaie irout OB g cabiag .l
web page @ seabong. ssh w2 B o o

B il

mjm

o Command Sirings I,

g 1P == = 7run : {record.slze == Input 1 falie m)yl
The first line contains a summary of the files, — .
dols which we don't need to parse. L1oE &l
Remove Surrounding White Space Remave First Line A G 4 given Expocnd * 4 cord sz ¢ “edol ey
2 nputurim) + - ol inputreplaceFisir ‘.nﬂ')ll]
Gt Size
Epanput,,u.h~.;,~-1¢_.¢,m,u. Teng >= 5 Tl =
Remave Last Line If Mot Done output
I 5 Debug? Trim Giet Last Line
i done 7 inpu; UL replaceFisdin. 75", ) — - =
»

I'm assuming the last element of the
resultof *Is” is the ast file generared.
and if the experiment i sl running,
then we ignore this file since it might
still be written to.

Trasfes Command g

cxsistring, evalimd. i)

Command Sirng

caststring. cvallemd_ 1)

sampleDiely
= e

Example transfer command,
ssh userfiseaborg nerscgov hsl put fscrawch fscratchdirs fuser/mydir/chkpntl hds : mydir/chkpntd.hd5
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Fusion Simulation Project Workflow Pilot
In conjunction with Scott Klasky, CESP, PPPL, ORNL Automation of simulation,
transfer and analytics of FSP

P Lhrach c e
e Plasma Simulation Workflow
Terminolaogiss
XEC-—-Kinetic Edge code
RAZD—-MHD cods
Simulation Configuration MNERSC—Mational Energy Research Supercomputing Center

HGC Mes hinterpolation

arameters of the workfiow
pill able to be changed

Dratermine whather the
rezult is stable

Data Channel to
GB Lewsl storage

Drata Channel to
TB Lavel storage am Point2

Meshinterpolation3

I=—1
15| —

This loop will provide feed back to enhance the M3D codae. The XGC-ET and
the M3D coda can run in pamallel. M3D code will incorporate the XGC-ET
results only when they ara available. {Assuming that M3D does not nead to
backtrack to previous results.)

—

Com pute Punciure Flots

Moise Debection

Meed Mora Flights?

Blob Detection

Monitoring (Elvis ) Manitoring (Elvis )2

E IslaRg datection
F

istgbuted Store (TBs

Distgputed Store (GBs)

Featdre Detaction
[H
H I

Dut-of-core Isasurface methods

Distgghutad Store (MBs )

Z" y Office of =az::::
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ChemlInformatics Workflow

In conjunction with Resurgence Project
Automate the management and submission of jobs

SDF Director i o — : I

experiment

PrepareinputFiles

%}D ﬁes

PrepareExperiment I

Display

=

inputFilalL

StartExperimeant
ot

-
&tﬁndl ]

|
Lpru

jer, Wibke Swyglholt @ University of Zurich
San Diego S

z Office of EEEEEEEE)M
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SCIRun and Kepler Dataflow Integration
Incorporate SCIRun computation and visualization with the SPA workflow

SDF Director Iterate SCIRun network using data file and module parameters as input.
B> "SCIRun_Datal0_FieldReader_0;-filename; /scratch/SCIRunData /1... ﬁ lterateSCIRUN  SCIRUNTOHTML

J BrowserUl
{+"SCIRun_Visualization_CenSIandardColorMaps_O;—mapName;Rainbo,,. +—q - - ! BROWSER

Z" ™ Office of Ei::::
/, i ] .
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Scientific Workflow Automation (Abstract Ops)
00098

@ _y Archive.
Provenance

N7

RT

DataZScience/Code
Model
Archive/Backup
Slice&Dice

Analyze (e.qg.Viz)
Merge

Move

Split ...

Workflow

Needed: Construct

A comprehensive, on-demand, end-to-end, Orchestrate
data and workflow management. An integrated Monitor/Steer
network-based framework that is functional, Provenance
dependable, fault-tolerant, and supports data Change

and process provenance. Stop/Start ...
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Scientific Workflow Automation (Major Resource Sinks)

Output [ o
(storage) Network
o o Otorage

Computer,

Power -
Personnel Post

Sched... Processing

Shift scientist’s efforts away from Analytics
unnecessary data and resource APPS
management, workflow orchestration and

application development to scientific _
research and discovery. Science
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Discussion: Architecture and Components

Architecture

Parameterization

Data models and flows

Scripts

Communications

Orchestration

Meta-data collection (provenance)

Error and interrupt management (fault-tolerance)
Virtualization

EEEEEs =

- [T
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Scientific Process Automation

Process/Data/Behavior (Workflow)
Construction, Control, Monitoring and Steering
(End-User Access)

Gateways, Brokers, Registries,

Persistence DBs, Proxies and Services
(Middleware)

!

Synchronous or Asynchronous Resource
Management and Data Movement
(“Heavy lifting”, actions, scripts, standard ops)

: Hardware, OS, and MSS)

. HEE -

@‘ Office of 555:;555).%
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Kepler System Architecture

Authentication

GUI ...Kenler GU| Extensions...

vergil Docume ntatiﬂn—‘

Smart
a\ gﬁijﬁ SMS STJTE Re-nun / ||PrOvenance a
S sctoratan | |20 S| Failure
-4 Manager S R ||Recovory Framework -
!iﬁﬁ;lﬂ Provenance
.| |Archives .| | Archives
ol
T— Core L | Ptolemy —
Extensions

@_‘ Office of ﬁ)M
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Elements, Issues, Solutions, ...

Components

Coupling (loose, tight, very tight, code-level) and Granularity (fine,
medium?, coarse)

Communication Methods (e.g., ssh tunnels, xmprpc, snmp, web/grid
services,etc.)

Scripts

Direct and Indirect Data Flows (functionality, throughput, delays, other
QoS parameters)

Data models

End-to-end performance (including fault-tolerance, recovery, time-outs,
etc.)

Level of abstraction

Workflow description language(s) and exchange issues — interoperability
“Standard” scientific computing “W/F functions”

Other ...

- EEEEEs =
r:,,f ) Office of 223 0y
>/ Science &= M .
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Component-Based System Engineering*

The basis is the Component

Components can be assembled
according to the rules specified by the
component model

Components are assembled through
their interfaces

A Component Composition is the Reusable, Substitutable,
process of assembling components to Extensible, Composable,
form an assembly, a larger component Networked

or an application

Component are performing in the
context of a component framework

All parts conform to the component
model

A component technology is a concrete
iImplementation of a component model

Functional equivalence

Building Reliable Component-Based Software Systems, lvica Crnkovic
and Magnus Larsson (editors), Artech House Publishers, ISBN 1-58053-327-2,
http://www.idt.mdh.se/cbse-book/

HEE -
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A Data Model

runinfio

mid

runid

taskname

titne

info

note

1
it} %

fleinfo histinfo |
mid mid
fileid rumid
filename hostname
type content
path
S1ZE
lasttime
machines
parents
hotes

‘@4 Office of £ _:'
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Example - Partial GTC & S3D Schemas

Code

Version
Author

MNarne
Cornment
subroutine
Scripthleeded
CodelD

VariableID
YariableKey
WariableMame
Descripkion

Linik

Cornrent
ArrayDimension

‘YariableKe
Variablefame
Descripkion

Unit |

Fliekey

Filestore
LogicalFilename
Cwner

@‘ Office of =

Science
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F

YariableID
YariahleKey
Variableflame
Descripkion
Lnit

F

VariableID
VariableKey
WariableMame
Descripkion
Uinit |

Z2iiii: CENTER SC06/Kepler Tutorial/V7/Nov-06

Smulabionfunkey
RunID

Project

Funfumber

bywhiomn
TimeStarted

Machine
MumberOFProcessors
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Kepler Provenance Framework

Provenance: the history of execution and
conditions applied to the workflow run

- Why do we need provenance?
Recreate results and rebuild workflows using

sltig

the evolution information e ——

Associate the workflow with the results it produced
Create links between generated data in different runs,

and compare different runs

Checkpoint a workflow and Recover from a system failure
Debug and explain results (via lineage tracing, ...)

Smart Reruns

Types of Provenance Information:
Data provenance
Intermediate and end results including files and db references
Process provenance

Keep the wf definition with data and parameters used in the
run

Error and execution logs
Workflow design provenance

g Ofﬂce Of EM
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Example of Runtime Data Collection

. Each run of the workflow is associated with a runid. The info
IS organized around it.

Workflow Execution Index Workflow Execution Logs

i 1runid | Log | Files
blondin  |100%2 Detail File Info
blondin  |10031 Detail File Info
blondin  |10030 Detail File Info
blondin  |10089 Detail File Info
blondin  |10088 Detail File Info
blondin  |[10085 Detal File Info
File Tracking Info

wd | rumid filename type

wid | 1mid | taskname time
blondin | 10022 checkBunning ?gfggfrj
blondin (10092 | subimitlob ?gfggfj
blondin | 10092 |subrmitTob ?g?gf?
blondin | 10092 |checlcWat [i]jfj]?g fiE 89

path

mfo

checking

started

ended

checking

s1ze

not subrmitted

about to subtmit

1ok submitte d

running

lasttime machme

blondin 10092 Eov01WI1067 ne regular fscratchiscrbig 1 5/blondin/Botation/Bot009 | 2048009848 n'a phoentz

blondin| 10092 Rev01V1067.0c
blondin| 10092 Rev01TT1067.0c
blondin| 10092 Rev01P 1067 1c
@-‘ orcs blondin 10092 Rov01D1067.nc

Scie

U.5. DEPARTMENT OF ENERGY

§ e RINIRR

oLuUO/sNEpIcl 1Tuwllidly v 1 7/INUV-UO

regular (fscratchiscrbig 1 Siblondin® otationBot00%/ 2045009848 nfa phoents
regular fscratchiscrbig 1 5/blondmE otationBot003/ 2048005848 nfa phoentz
regular fscratchiscrbig 1 5/blondmEotatenPBot003/ 2048005844 nfa phoentz
regular (fscratchiscrbig 1 Siblondin® otationBotl0%) 2045009844 nfa phoentz
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An Implementation

Super
Computer

Manticore

SSH

XMLRPC v

XMLRPC (Zope) Orbitty
(Python adapter)

A

Mysql DB

HTTP (Apache)

Scientists

Office of ..55 i
9, i SDM
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Discussion: Fault-Tolerance

‘@‘ Office of
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Serial Workflow System

0.6

0.4

Failure Probability

0.2

o 25 & 15 10 125 16 115 20 225 25

Number of Service in the Workflow
P = Falure Probability

Probability of failure is that of least one service failing.

E.g., for 3 serial service, “average” R = (1-0.045)"3 = 0.871, and in
the “heavy load” case R= (0.8)"3 = 0.512

But (0 985)’\3 would yield a collective cca 0.95+

Off:ce of
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Single Service as a Parallel System

4
0.05
0.03 |- m= 2
002 |-
fax 0.01
= 0.00TF
E oosl
-] -
§ 0003 |
%1) 0002 3 —— — — =
m= e —_——_—
= 0001} o ——
b 0.0007 = S T
= 0.0005 |- SR
. — = / -
—g 00003 |- o
£ ooooz |- o
S -
Pu amemele: g e e e
o TELE R A R
= 5[ m *4 -------------------
'E 3E-5 [ - o
= %
2E5 |-
1E-5 | p — O - 045
TE6 |
5E-6 |-
3E6 |-
256 ! ! ! ! ! ! ! ! ! [Pt

25 L [l 10 125 15 17.5 20 225 25

Number of Services in a Workflow

(m = Number of Altematives of each Service)

Considerable improvement using redundancy — for m=3, service failure
probability is now about 0.000091 instead of 0.045.

Of course, redundant services must not exhibit significantly correlated failures,
either due to their (co-)location, or for algorithmic or other reasons, or the
approach may not work.

Office of ..55 i
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Collective Behavior

0.7
0.6
05
= W/0O Fault Tol-
B o4 erance Support
- =
=
(m
E 0.3
o3
e
0.2
01 With Fault Tolerance
Support (m=2) ]
D S
0 2.5 5 75 10 12.5 15 17 5 20 22 5 25
Number of Service in the Workflow
- For example, with p=0.045, n=3 and m=3, workflow failure probability is
reduced from 0.129 to less than 10™3.
omcs B -Even m=2 helps a lot
00} Shonca it SDM
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Implementation

- Problem occurs frequently in serial workflows

- Hence, mirroring of services (very common,
failover is often manual and at user level), e.qg.,
FTP
Web pages (http)
Less frequently of SOAP based services

- Issues
Non-standard listing of alternatives
Often no heart-beat

Often no information about reliability of individual
service

Complex services are only near-equivalent (e.g.,

desire to differentiate from competition, different
Implementation, etc.)

_ (11} ..
rg‘ Office of Z:2:::: gy 4
/4 Science 3azii:: .
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Fault-Tolerant Shell

From Cooperative Computing Lab at the University of Notre Dame
(http://www.cse.nd.edu/—ccl/software/ftsh/)

ftsh - The Fault Tolerant Shell The Fault-Tolerant Shell (ftsh) is a
small language for system integration that makes failures a first class
concept. Intended to deal with failures that recover. For example:

try for 30 minutes
cd /7tmp
rm -f data

forany host in XXX yyy zzz
wget http://${host}/fresh.data data

end
end

If any element of the script fails, all running process trees are reliably
cleaned up, and the block is tried again with an exponential backoff.
You might think of this as exception handling for scripts.

HEE -
- mEE .-
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FT Service - XML

<?xml version="1.0" encoding="is0-8859-1" 7>
<services>
<service-name = ="Genbank">
<bindings>
<binding-name = ="main">
<url>http://manticore.csc.ncsu.edu/</url>
<namespace>urn:spa.service.Genbank</namespace>
<method>service</method>
</binding-name>
<binding-name = ="backupl1">
<url> http://backupl.csc.ncsu.edu/</url>
<namespace> urn:spa.service.Genbank</namespace>
<method>service</method>
</binding-name>
<binding-name = ="backup2">
<url> http://backup2.csc.ncsu.edu/</url>
<namespace> urn:spa.service.Genbank</namespace>
<method>service</method>
</binding-name>
</bindings>
</service>
</services>

Office of .:55 i
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Uses registered local and cQEllEInfEl Global Architecture

remote services to construct

Services-Based Scientific Workflow System

new services and/or workflows.
Saves product on a server and

registers it. UWQ
Wo rkﬂOW%

egistries (e.qg,
Context Gateways

Composer Workflow e.g., a Web
Composer Service <
Tools p Registry

.‘
Q
Q
Q

e.g., XML data descriptions

AgentS and WSDL process descriptions
WSFL, MoML
WOI’kﬂ ow ) workflow descriptions
. URL/URI descriptors
Dom aln Data Transforms

Etc.

o Users

>

& - R

& == “
<\\\\( / Workflow

) Agent

N . .

e~ “Dials” needed services/workflows
and executes/runs through the
services/workflow, delivers output

to user.

g5 ey O
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Local Services

NCBI Services

SOAP
Service

LLNL Services

SDSC Service

NCSU Services

ORNL Service s

Gateways
and other
Service
Agents
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SPA/Kepler - Web-Service Actor

- The Web Service actor’s function is to invoke web services.

- Example actor invokes a service that queries the Genbank
database. This actor takes 6 parameters:
- NameSpace: specifies the namespace of the web service

LocationUrl: specifies the Url where the web service is found
Username: specifies the username required to access the service
Password: specifies the password required to access the service
Method: specifies which method to invoke
ParameterName: specifies the input passed to the web service

. User has to know and explicitly enter the location and
namespace of the service that needs to be invoked. The
service will then be invoked with the given username,
password, method and input. After it is done processing, the
results are forwarded to the next actor in the workflow.

[ ]
Edit parameters for Genbank
(9 . :
e namespace: urhspa.setvice Genbank
locationl http: ifsdm2 cac . nosu edu: S0S0AExisizerviet itz Serviet
uzerMarme: u=erd
passward: pass
rrsthod: service
paramidame: input
Eas
6 Office of Ex= ﬁ)M Zornmit ] [ Add ] [ Remove ] [Restu:ure Defaults] [ Preferences ] [ Help ] [ Zancel
é“ Sc;ence E ““CENTER
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Fault-Tolerant Web-Service Actor

In order to provide Fault Tolerance, the actor needs to know how to
handle a missing service. UDDI repository can be used to store the
location of the various services, and backup copies of those services.

An example of the way services were stored in the repository:

SDM SPA Genbank 01
http://manticore.csc.ncsu.edu:8080/axis/services/urn:spa.service.Genbank
?wsdl

Description: Main Genbank Service

SDM SPA Genbank 02
http://sdm2.csc.ncsu.edu:8080/axis/services/urn:spa.service.Genbank?ws
di

Description: Identical Backup Genbank Service

The user ONLY needs to specify keyword. The actor retrieves the
matching services, and stores the service locations in a local data
structure (to avoid performing another search in the case the first
service on the list fails). The actor then invokes the services in
succession. If complete failure occurs, actor sends an error message.

Edit parameters for Web5Service
@ Genbank w

methodiame:
userMarme:

pazsword:

Corinit ] ’ Add ] [ Remoyve ] ’Restore DeFaults] [ Preferences ] [ Help ] ’ Zancel ] 2
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Promoter ldentification Workflow
In conjunction with Matt Coleman, LLNL
Automate the analysis of gene expression data using a combination of web services and local analysis
programs

PN Director

SequenceToArra ji i
q Y  Expression2 WebService Clustalw|

GeneAccessionNumberList Expression
input.length() -><]]: sum(input) ue , .
- param ClustalW_analyzeParam B ,

B ‘
Parameters
Gene Sequence Procegsing o
oo o <
Shows the physical alignment
d
7

kv

ArrayToSequence

of multiple gene sequences.
~ Uses DDEL-ClustalW Multiple
Alignment Tool.

Edle Wiew Edil Graph DOetug Help

e e Ir Ok wceDboe

GERR ACCESSION NUMDEF ANg SeqUence Drsply

TOnOn

JEerunrary’
e Gene Aocessian Number

=

Gt Sequence

e I e
L=EMEnN K E s

“—
r
EEEEE s =
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y Office Of EM

- Sc;ence EE' ““CENTER

Some Limitations

Issue: web service Is operational but not behaving properly, for
example not returning correct results, or taking a long time to
process requests.

Run-time validation of the results before proceeding with the rest of the
workflow. e.g., by submitting a sample request and comparing the
result with a saved result before submitting the rest of the results.
Case where one of the services returned in the search isn’t
what we’re looking for may be avoided by providing complex
search phrase

Another approach iIs to have a sample input and output, then
Invoke the service with that sample input and compare the
outputs, to make sure that the service in question is indeed
what we’re looking for.

Consensus voting, fuzzy voting, and other more complex FTS
solutions are an option.
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Virtualization

Services To effectively deliver
on-demand
computing services
that are
maintainable,
scalable, and
customizable it is
essential that

the tiers of
virtualization are
separated but can be
coupled

Provisioning

SCO6/Kepler Tutorial/V7/Nov-06 125
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summary

Scientific Workflows - a series of structured activities and
computations that arise in scientific problem-solving.

Needed: a comprehensive, end-to-end, data and workflow
management for scientific workflows. Integrated network-
based framework that is functional, dependable, fault-
tolerant, and supports data and process provenance.

Shift scientists’ efforts away from resource management and
application development to scientific research and discovery

Long history starting with numerical libraries, through tightly-
coupled local and distributed problem solving environments,
to a combination of end-to-end synchronous and
asynchronous network-based/assisted/integrated
computational, storage, and access (e.g., via web) resources.

One such framework is the Ptolemy Il based environment
called Kepler.

Department of Energy Scientific Data Management Center is
participating in development of Kepler and its evaluation in a
number of high-end scientific problem solving settings
including bioinformatics, astrophysics and fusion domains.

: y Office Of EM
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“If there IS time” topic

- Comparison of Kepler with other
workflow support systems
Capabillities
Interoperability
Usage community
Other ...

. EEEEEs =
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Other SW/F Support Engines

. Classical Problem Solving Environments
(tightly coupled, distributed) — been
around for 20+ years, but tend to be
domain specific and hand-crafted

- Open source Initiatives (a number of
those), many are services-based

- Proprietary solutions (including
Microsoft’s Windows Workflow
Foundation)

(*) Vouk M.A., and M.P. Singh, "Quality of Service and Scientific Workflows,
" in The Quality of Numerical Software: Assessment and Enhancements,

I s=gditor: R. Boisvert, Chapman & Hall, pp.77-89 , 1997.
106), ¥ice of &iii::: SDIM
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Some (Open Source) Solutions

BioPipe

BizTalk

BPWS4J

DAGMan

GridAnt

Grid Job Handler

GRMS (GridLab Resource Management System)
GWEE (Gridbus Workflow Engine)

GWES (Grid Workflow Execution Service)
IT Innovation Enactment Engine

JIGSA

Kepler

Karajan
OSWorkflow

Pegasus (uses DAGMan)
ScyFLOW
SDSC Matrix
SHOP2
Taverna
Triana

witk

YAWL Engine
WebAndFlo
WEEE

Etc.

http://www.gridworkflow.org/snips/gridworkflow/space/Workflow+Engines

z Office of Eaie:: http://www.extreme.indiana.edu/swf-survey/
~
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Overview

Hands on
Wrap-up discussion

‘@‘ Office of
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Handouts

- Expectation is that attendees have a
laptop with them which is networked.
Hands-on remote account, access and
help information.

- CD with Kepler and demos

Packages with any additional slides that may
be used during the tutorial

A collection of relevant reports/papers/notes
. Contact information

_ EEEEEs .
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Installing and Running Kepler

In the lab:
We will use Virtual Computing Laboratory (VCL) to access Kepler
To start:
Double click on the VCL logo in the tutorial CD
Use the connection information in the handouts

Installing Kepler from the tutorial CDs:
Read the README.txt
Double click on the Kepler version

http://www.kepler-project.org
There’s a link to the latest release on the Kepler website
To install future releases!!!

Compatible with all platforms

. EEEEEs =
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Opening and Running a Workflow

Start Kepler from VCL
As explained in the paper handouts

- Open the “HelloWorld .xml” under the
“demos/getting-started” directory In
your local Kepler folder

. Two options to run a workflow:
PLAY BUTTON in the toolbar
RUNTIME WINDOW from the run menu

g Ofﬂce Of EM

3""9"09 - "CENTER SC06/Kepler Tutorial/V7/Nov-06 133




)

DOE Scientific Data Management Center — Scientific Process Automation

Modifying an Existing Workflow and Saving It

GOAL: Modify the HelloWorld workflow to display a
parameter-based message

Step by step instructions:
Open the HelloWorld workflow as before
From actors search tab, search for Parameter
Drag and drop the parameter to the workflow canvas on the
right
Double click the parameter and type your name
Right click the parameter and select ‘Customize Name’, type
IN ‘name’.
Double click the Constant actor and type the following:
- “Hello “ + name
Save
Run the workflow

2 o .
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Creating a HelloWorld! Workflow

(11}

Office of =:=
Science B2=
TMENT OF ENERGY L

Open a new blank workflow canvas
From toolbar: File -> New Workflow -> Blank

In the Components tab, search for “Constant” and select the
Constant actor.

Drag the Constant actor onto the Workflow canvas

Configure the Constant actor
right-click the actor and selecting Configure Actor from the menu
Or, double click the actor

Type “Hello World” in the value field and click Commit

In the Components and Data Access area, search for “Display”
and select the Display actor found under “Textual Output.”

Drag the Display actor to the Workflow canvas.

Connect the output port of the Constant actor to the input port
of the Display actor.

In the Components and Data Access area, select the
Components tab, then navigate to the “/Components/Director/”
directory.

Drag the SDF Director to the top of the Workflow canvas.
Run the model

G SUM
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Drive the point home...

- GOAL: Create a workflow to execute a
simulation job, monitor it and post-process
the results

- Malin steps:

Execute simulation

- (Create, submit, manage, monitor status)
Move files
Archive and visualize results

- Put all these pieces together to create
a hierarchical workflow

. EEEEEs =
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Student Hands-on Environment

Web

HD

Provenance
Machine

137




DOE Scientific Data Management Center — Scientific Process Automation

Overview

Wrap-up discussion

‘@‘ Office of
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The end...
...questions?

Thank you!




