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Clusters of commodity computers yield the highest performance per dollar.  Unfortunately, reliability is not prime design consideration for the hardware, operating systems, and middleware. Failure of single components only marginally reduces the aggregate system performance. This design philosophy works adequately for loosely coupled, resilient applications, where jobs can run independently, and have little information interdependence.  Loss of a processor simply reduces the aggregate performance in the long term, and may cause a small fraction of the task to be re-run. 

Jobs like those running on the LQCD cluster, however, are composed of long-running, interdependent tasks.  Failure of a single processor can halt progress on all processors assigned to the job.  While applications can be written to be fault-tolerant, the development cost will be significantly greater and the performance lower.  Instead, these applications are constructed for absolute performance.  When hardware failures occur, an application-specific set of tasks are done.  For some LQCD jobs, for example, the distributed job is killed and restarted from a checkpoint.  If done manually, this approach can be expensive, slow to respond, and limit scalability.
An automated fault monitoring and mitigation system 
is needed to perform these ‘babysitting jobs’.  This “Cluster Nanny” should have the following properties, as defined by the “Cluster Reliability Subsystem” document:

· It should be coupled to the application.  Mitigation actions depend on the properties of the application and its overall workflow.

· It should closely monitor performance and the status of job, and work together with the workflow subsystem, ensuring good progress for larger analysis campaign that is being conducted. 

· It should trigger workflow re-planning, to allow for resource optimization, as components fail yet deadlines remain.  This will include interactions with real-time scheduling systems.
· Monitoring the health (performance, utilization, state) of all processors and networks in the system (leveraging existing tools and standards).
In addition, tools are needed to define the operations of the cluster and its associated fault mitigation actions.  The tools must also analyze the system and help identify single points-of-failure and resource bottlenecks. 

Proposed Research

This project will include research that will address the critical difficulties in achieving these tools.  We will apply a model-based design approach, that utilizes domain-specific modeling languages, and model transformer to enable system design using domain-specific and higher-level abstractions.  Specifically, we will address the following topics:

· Design a flexible architecture supporting low-overhead monitoring of large networks, coordinated control of jobs executing across the system, and mechanisms for distributed mitigation activities.  This architecture should leverage existing standards and tools (e.g. SNTP, Ganglia, …) for monitoring.  It should also include higher level planning functions and also interfacing with workflow replanning and rescheduling subsystems. Figure 1 shows an overview of the proposed architecture. 
· Provide tools for defining workflows and jobs, defining dynamic target computational resource sets, and designing specialized mitigation actions.  The tools should allow verification of mitigation actions prior to implementation and allow rapid definition of mitigation by using well-understood design languages (e.g. State Machines), supporting reuse, and templatized patterns.

· Provide tools for converting validated designs and specifications into implementations, consisting of code for customized monitoring processes and distributed mitigation actions and configurations for monitoring, job scheduling, and resource management. These tools should be linked in and coordinate with a release or build system, that manages and version controls production artifacts.  Further, the tools should also follow the pragmatic design principles, and allow partial regeneration, preserving any extensions to the generated artifacts made by end-users. 
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Statement of Work 

The following tasks will be undertaken to fulfill the objectives of the proposed research:

1. Customizable Monitoring & Control:  Design an integrated monitoring and control system, using existing standards and tools.  Initial efforts will focus on the how the existing tools used within the FNAL cluster function.  We will also do a survey of existing tools and develop a prototype (nominally, based on Open-NMS).

2. Monitoring and Mitigation Design Tool:  We will develop a tool for definition of workflows, monitoring, and mitigation actions.  The tool will be based on Vanderbilt’s Generic Modeling Environment.    Multiple modeling aspects will be designed and implemented for resources, workflows, jobs
, and mitigation strategies.  This task will be closely coordinated with the IIT (PI: Dr. Sun) partner, who is proposing to implement the grid workflow schedulers and planners. We will jointly develop an XML-based Workflow specification language. The high-level graphical design models will be mapped to this Workflow specification language for scheduling and deployment on Grid using IIT developed schedulers.
3. Monitoring and Mitigation System Generation
: We will develop model-based generators to transform the designs in (2) into components and configurations for the runtime system in (1). These generators will be made part of the build system used by the LQCD developers. The modeling artifacts will be version controlled by linking with the version control mechanism used by the LQCD developers. We will employ a template-based generation technique that will allow end-users to flexibly modify the characteristics of the generated artifacts
Schedule
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�I would like to reference the document I started and sent you called “Cluster Reliability Subsystem” and mention that this will be the source of requirements and a description of how this work relates to LQCD needs (hopefully we a can achieve that in the other document).


�This will need to be done in conjunction with the work from IIT.


�I think it is imperative that this generation be done as part of a release or build system on a Linux machine.  I think that one should be able to create the pieces that allow this to happen by hand using a text editor, and that the design tool aspects should also be used to generate these things.





